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NSF CORE MISSION: FUNDAMENTAL RESEARCH 

Fundamental Research 

$7.1 billion FY 2014 

research budget 

94% 
funds research, 

education and 

related activities 

50,000 
proposals 

11,000 
awards funded 

2,000 
NSF-funded institutions 

300,000 
NSF-supported 

researchers 



Discovery 

Collaboration 

Education 

NSF Embraces an Expansive View of Cyberinfrastructure
 Motivated by Research Priorities 

Organizations 
   Universities, schools 

   Government labs, agencies 

   Research and Medical Centers 

   Libraries, Museums 

   Virtual Organizations 

   Communities 

Expertise 
   Research and Scholarship 

   Education 

   Learning and Workforce Development 

   Interoperability and operations 

   Cyberscience 

Networking 
   Campus, national, international networks 

   Research and experimental networks 

   End-to-end throughput  

   Cybersecurity 

Computational 

Resources 
   Supercomputers 

   Clouds, Grids, Clusters 

   Visualization 

   Compute services 

   Data Centers 

Data 
   Databases, Data repositories 

   Collections and Libraries 

   Data Access; storage, navigation 

       management, mining tools, 

       curation, privacy 

Scientific Instruments 
   Large Facilities, MREFCs,,telescopes 

    Colliders, shake Tables 

    Sensor Arrays 

       - Ocean, environment, weather, 

          buildings, climate. etc 

Software 
   Applications, middleware 

   Software development and support 

   Cybersecurity:  access, 

   authorization, authentication 
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NSF Cyberinfrastructure (ACI) is part of the CISE Directorate 

and responsible for NSF-wide CI coordination and support 



ACI Mission:  To support advanced cyberinfrastructure to 
accelerate discovery and innovation across all disciplines 

Computer and Information Science 
and Engineering Directorate 

Biological Sciences Directorate 
Mathematical & Physical Sciences 

Directorate 

Social, Behavioral & Economic  
Sciences Directorate 

Education & Human Resources 
Directorate 

Engineering Directorate 

Geosciences Directorate 

ÅCoordination role across NSF 
Å Interagency & international partnerships 
ÅSupports Use-inspired Cyberinfrastructure 
ÅResearch and Education 
ÅScience and Engineering  

Å Inherently multidisciplinary with strong 
ties to all disciplines/directorates  



Advanced Cyberinfrastructure  

(ACI) 
Supports the research, development, acquisition and 
provision of state-of-the-art CI resources, tools, and 
services: 

o High Performance Computing: Enable petascale computing; 
provide open-science community with state-of-the-art HPC assets 
ranging from loosely coupled clusters to large scale instruments; 
develop a collaborative scientific HPC environment. 

o Data: Support scientific communities in the use, sharing and archiving 
of data by creating building blocks to address community needs in 
data infrastructure. 

o Networking and Cybersecurity: Invest in campus network 
improvements and re-engineering to support a range of activities in 
modern computational science. Support transition of cybersecurity 
research to practice. 

o Software: Transform innovations in research and education into 
sustained software resources (shared tools and services) that are an 
integral part of cyberinfrastructure. 

 

 



 ACI FY2013 investments reflect a balance across 

Cyberinfrastructure categories consistent with  

NSFõs CI strategy (CIF21) 

 
Crosscutting 

7.6% Cyber-infrastructure  
7.4% 

Data 
17.3% 

HPC 
33.1% 

Other 
1.2% 

Networking & 
Cybersecurity 

16.9% 

Software 
11.6% 

Workforce Development 
4.9% 

Total ACI FY 2013 funding = $210,772,572 



Ubiquity in mobile devices, social networks, sensors, advanced 

computing and instruments have created a complex data -rich 

environment ripe for new scientific and engineering advances  

An artist's conception of the National Ecological Observatory Network (NEON) depicting its 
distributed sensor networks, experiments and aerial and satellite remote sensing capabilities, all 
linked via cyberinfrastructure into a single, scalable, integrated research platform for conducting 
continental -scale ecological research. NEON is one of several National Science Foundation Earth-
observing systems.  

Credit: Nicolle Rager Fuller, National Science Foundation  

Credit: Christine Daniloff/MIT  



As models become more complex and new data 

bring in more information, simulation and HPC 

yields transformative results  

Iterative, computationally intense  process of model 
formulation and verification in earthquake forecasting  

Copyright: University Corporation for Atmospheric Research 

This work by ©UCAR is licensed under a Creative Commons Attribution-

NonCommercial 3.0 Unported License  

Computational Fluid Dynamics 

Across many disciplines:  
Å Molecular Dynamics 
Å Cosmology & Astronomy 
Å Plasma Physics 
Å Quantum Chromo 

Dynamics 
Å Seismic Hazards 
Å Gene Sequence Analysis 
Å Materials Science 

Gravitational Wave Astrophysics 
Interplay of Big Data & Big Simulation 

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
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Cerro Pachón 

2 Day image storage 

La Serena Base Facility 
Alert Production, Chilean Data Access Center 
Long-term storage (copy 1) 

36 TFLOPS capacity 
35 �± 250 PB Storage building over survey 

NCSA Archive Center 
Nightly Reprocessing, Data Release 
Production Long-term storage (copy 2), 
Data Access Center, User Services 

120 - 330 TFLOPS  
35 �± 250 PB Storage 

Data / Communications Network 
New dedicated 10 x 10Gbs line from      

Summit to Base 
Chilean, International, and US networks in 

place with LSST capacity  
2.5 Gbps steady & 10 Gbps burst 

These themes are evident in  
the Cyberinfrastructure to 
Support LSST 


